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Recursive least squares prediction

The problem of predicting a non-stationary time series y, using a single correlated
reference channel represented by a time series x,, is described here [1]. We limit
this appendix to one reference channel without loss of generality. For the purposes
of univariate data we simply choose x;, = y,.

Let ¥, x denote the predicted time series when data at time steps < n are avail-
able, i.e. we are making a prediction k steps ahead by using the linear prediction

M—1 n
equation $,.x = Y. hpX,—n. We define a performance index €, = ¥ A"~ |el|2
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where the error at each step is defined by ¢; = y; — §;, and A is the foréetting fac-
tor introduced to enforce adaptation of the filter to the most recent changes in the
data. The role of the forgetting factor can be understood by considering the quan-
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tity ny, = ( Zo 7»") ( Zonk”) —A(1—2A)"" to be a measure of the effective
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memory of the filter. Smaller values for A correspond to shorter memory lengths
ny enabling better tracking of nonstationarities by the filter. Defining the matrix
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elements R;j[n] = Y N i j and the vector elements r;[n] = Y. Ny
— =0

the Normal equations at any step are R [n]h(") = r[n], showing the dependence of
the filter on each step n. The quantities R and r satisfy rank-one update equations,
namely, R[n] = AR [n — 1] +x[n]x” [n], and r[n] = Ar[n— 1] +x[n]y,. Standard
rank-one update techniques then lead to the following recursive least squares al-
gorithm (if we denote apriori quantities by a subscript 0, and apostiori quantities
by a subscript 1):

Po=R ",

v=Klx, u=(1+v)"',
K; =Ko, P; =Py - KK},

K() = P()X,
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Yo =hpx, eo=y—Jo,
h; =ho+eoK;
The recursion begins with a zero filter and a covariance matrix that is a large

multiple of the unity matrix. The multiple look feature introduced in this paper
relates to the prediction error that is fed back into the filter update (the last step).



This error term is computed multiple times for any given day index using multiple
filters depending on the number of steps for the prediction.
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